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Abstract 

Recently, various eXplainable AI (XAI) methods have been developed to make the mechanisms 

of black-box AI models more transparent to users. However, most of these methods simply 

focused on using more AI to explain AI, without much consideration for the mental processes of 

the users. In order to develop XAI methods that can potentially acquire the same theory of mind 

(ToM) ability that human explainers have, it is necessary to examine how users process XAI’s 

explanations and how they update their beliefs about the AI model accordingly. Therefore, the 

current study aims to investigate how users learn about the performance and strategy of an object 

detection AI model in driving scenarios based on saliency map explanations generated by XAI. 

The users' understanding of the AI model is measured by two tasks that assess simulatability, 

including the forward simulation task (predicting the AI's output) and the counterfactual 

simulation task (predicting the change to AI's output given a change to the input). 

 

About the speaker 

Ruoxi is a first year Ph.D. student supervised by Dr. Janet Hsiao. Her current research focuses on 

applying principles from psychology and cognitive science to the fields of AI and explainable 

AI. 
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