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**Abstract**

AI models are involved in many modules in the autonomous driving system, but the black-box nature of deep learning and AI sets back the landing of AI technologies and the trust among users. The study compares AI and humans in performance and attention strategies under driving scenarios to help AI develop better methods and enable XAI (Explainable AI) to provide better explanations. We asked 30 participants, with their eye movements recorded, to detect all the vehicles in 160 images, rated on three domains, including complexity, occlusion, and degradation, from the BDD100K dataset. We trained AI model Yolov3 on the same dataset and compared human and AI performance (the number of correct detections divided by the total number of vehicles in the image). We also compared human attention maps to AI’s saliency maps. We found that AI is generally better than humans at detecting vehicles under complex, occluded, and degraded conditions. While AI is not affected by these conditions, humans are. Interestingly, high similarity to human attention strategy in degraded conditions (i.e., blurry) is associated with better AI performance.
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